Chapter VI

THE CDG ANALYSIS METHOD

VI.A. Overview

We assume that the CDG radiation is isotropic in space and constant in time. As such there
iS no unique spatial or temporal signature of tBBG signal in the data to aid in its
identification and ultimate separation. The Cbr{@asurement is made by subtracting every
instrumental background source, terrestrial sources and then attributing the remaining flux to
the CDG radiation.

The best data to study the CDG intensity are those from high-latitude viewing periods (see
section IV.A). In addition, we use observation times when the Earth is completely outside the
COMPTEL field-of-view (see section IV.B). These selections suppress the effect of the diffuse
Galactic emission and the contribution from the Earth’s atmosphere.

In constructing theCDG spectrum, the first step is ttetermine the forward-peakount
rates,using standard-CDG data selections, by fitting timee-of-flight (ToF) spectrumwith
components as described in section V.A. The forward peak contains the counts due to the
CDG radiation. The ToF fit separates thmckground events in the ToF spectrum. The
internal backgroundevents within thforward-peak must be removed before arriving at the
count rate due to the CDG radiation.

For each bin in total energy, the fitted ToF forward-peak count ratesrdegzed by the
instantaneous veto rates to construct veto growth curves (VGCs) (see section V.E). Above 4.2
MeV, in the absence of long-lived background, the fitted ToF-peak catesists of only the
CDG and theprompt background componentSince the veto signals amominated by
charged cosmicays, a zero veto rateorresponds to zero cosmic-ray intensity. Th@23
MeV line rate,prompt in nature, isproportional to theveto rate. Hence, the@rompt

background is assumed to vary linearly with the veto rate and extrapolate to zero at zero veto
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rate (see section V.E for a detailed discussionV@Cs and the promptbackground).
Therefore, above 4.2 MeV, the ToF-peak VGCs are fitted by a straight line to extrapolate the
ToF-peak rates to zereeto rate. The extrapolated event rate at zero veto rate is the CDG
count rate.

Long-lived background events are due to de-excitation photons from radioactive isotopes
with long half-lives t,, > 1 minute). As a result of the lortalf-lives, thebackground rate
depends on the activation history (primarily the SAA dose) and the particular isoédpe
life, but is not related to the instantaneous cosmic-ray intensity. Because of the varied
activation over the mission lifetime and the addition of data from different periods in the
CDG analysis, the behavior of the long-livedmponent is complex. Wase themeasured
spectrum (ETOT and E2) to identify isotope decays. Monte Carlo simulations determine the
COMPTEL response to each isotope decay. The absolute contribution of each lohdhe
lived background isotopes is determined by fitting the energy speittrdhe responsdérom
Monte Carlo simulation (see section V.C for a detailed discussion ofldahg-lived
background).

Below 4.2 MeV, the ©F-peak rates consist of long-livdashckgroundevents inaddition
to the CDG andorompt background componentS8or energy bindelow 4.2 MeV, we first
compute the contributions of each long-lived isotope in each veto bin. We subtrdchghe
lived contributions of each isotope from the ToF-peé&&Cs for each veto bin. After the
long-lived background subtractions, the resultingGCs consist ofonly the CDG and the
prompt background componentdow, as inthe case above 4R®leV, the VGCsare fit to a
straight line to determine the CDG count rate at zero veto rate.

The CDG flux is therdetermined by deconvolving the resulta®bG count spectrum.

The instrument response to a diffuse source is determined from Monte Carlo simulations of a
diffuse isotropic sourcewith a power-lawdistribution in energy, propagated through a
detailed COMPTEL mass model (see section Il.E).

There are three distinct energy intervals that have its unique background features, namely,

the 9-30, 4.2-9 and 0.8-4.2 MeV intervals. The CDG analysis is tailored separatefclfior

distinct energy interval. The CDG analysisperformed for 9 separatetal energyintervals
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with boundaries at 0.8, 1.2, 1.8, 2.7, 4.2, 6, 9, 12, 17 and 30 MeV. The bin boundaries at 6, 12
and 17 MeVwerechosen to more evenly distribute the counts above 4.2 MeV .ebegy
intervals below 4.2 MeV are chosen so as to encompass strong long-lived activation lines
within them. The 2.7-4.2 MeV region is dominated “fiya decay, thel.8—-2.7 MeVregion
contains the 2.223 MeV line and tfal decay, while thel.2-1.8 MeV region contains the

1.4 MeV line from*K and the”Na decay.

For a given total energy range, the distribution of D1 and D2 energy deposits for
external-photon type Avents are differenfrom those for internal-multiple-photon type C
events. This translates into a difference in the measpartles for type A events and type C
events. Hence, in certaienergy ranges we can further optimize for @BG signal by
making an additionap selection. Since the background is simplest at the highest energies and
becomes increasingly complicated as one moves to lower energidls start by discussing

the analysis and results for the higher energies and will progress to the lower energies.

VI.B. The 9-30 MeV CDG Analysis

The 9 to 30 MeV region represents the cleanest energy regime in the COMPTEL
dataspace. At these energies the ToF-peak has the hgjbasi-to-backgroundatio and
dominates the count spectrum in th#0-130 ToF range. Above 9MeV, the ToF peak
counts consist of only the promptackground andthe CDG radiation. The prompt
backgroundevents are present near the expectedttered-photon peak at channel 120 in
ToF, suggesting that the background events above ~9 MeV are type A events.
VI.B.1 The ToF Spectrum

The ToF spectra above 9 MeV are fit by theponential-ToF model. Théorward-peak
is modeled as a single gaussian superimposed over a continuum consistingxgfoaential
and a constant. In each energy bin, the gaussian-position, gaussian-widéxpaential-
curvature are fixed for all fits. This reduces the number of free parameters todoetsérain
the fit parameters; namely the gaussian amplitude, the exponential normalization and the
constant level. The fixed parameters are infiluenced by theveto rates (see sectiov.D).

The ToF-peak counts are then divided by the appropriate livetime for that veto rate to get the
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ToF-peak count rate. The ToF spectrum summed alleveto bins for theP12345 \irgo
data in the 9-12, 12-17 and 17-30 MeV bins are shown in figures VI.B.1 and VI.B.2.
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Figure VI.B.1 The(a) 9-12 and (b) 12-17 MeVToF spectrum withstandard-CDG

selections for Virgo data.
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Figure VI.B.2 The 17-30 MeV ToF spectrum wgtandard-CDGselections for Virgo

data.

VI.B.2 The VGC Modulation

The ToF-peak VGCs are then fit by a straight line. The consyantgrcept) event rate is

the CDGcount rate. The slope is a measure of the probgitkground.For the following

discussion we define some useful ratios.
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¢ Modulation factor M) as the ratio of the everdte atthe highest veto bin (Ratg.,0 over the

event rate at the lowest veto bin (Raigs) for a given VGC. The measured, 4 an indicator of

the dynamic range (or sensitivity) of COMPTEL to the prompt background. The moduktion

is typically about 2.4 in the 9 to 30 MeV range.

¢ Signal-to-background ratio (S/B) as the ratio of the CDG event rate.{Rabger the eventate

at the lowest veto bin (Ralg.e9) for a givenVGC. SinceRatg.,¢50 has the lowest prompt
component, the S/B ratio gives the largest fractiomefsuredCDG counts prior to any prompt

or long-lived background correction. The measured S/B ratio is around 25-40% in the 9 to 30 MeV

range.

Table V1.B.1 The Mand S/B ratios for the Virgo and SGP datasets above 9 MeV.

Energy Brent rate (counts/s) Modu- S/B
lation
(MeV) veto2: 0 vetoZ2: veto2: (M,) (%)
(CGD) 650-800 2000-2500

Virgo

9-30 0.00134 0.00436 0.00989 2.27 32.8
9-12 0.000598 0.00152 0.00333 2.19 39.B
12-17 0.000499 0.00140 0.00318 2.2y 35|6
17-30 0.000141 0.00142 0.00372 2.6 9.90
SGP

9-30 0.000899 0.00370 0.00894 2.41 24.8
9-12 0.000548 0.00136 0.00276 2.04 40.4
12-17 0.000368 0.00110 0.00267 2.4p 33l4
17-30 0.0000185 0.00116 0.00344] 2.9p 1.59

It is illustrative to examine these two ratios to appreciate the magnitude and dynamics of
the promptbackground. M is directly related to the slope of the VGC. Theeasured
modulation factor is in the range of 2.2 to 2.7 in the 9 to 30 MeV rangandvkeaseswith
energy above 9 MeV. For the P12345 Virgo data,vistiesfrom 2.19 at 9-12 MeV t@.65
at 17-30 MeV. The measured modulation factors agree with the results of Share et al. (Share,
Kinzer, and Seemath974) where amodulation factor of about 2.@/asmeasured at similar
energies using a spark-chamber instrument at balloon altitudes. The table VI.B.lshebsv
the modulation factor and the S/B ratio for the Virgo and SGP data at energies abimxé 9
The VGCs for the Virgo and SGP data are plotteith standard-CDG selection for thfe-12,
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12-17 and 17-30 MeV bins in figures VI.B.3-5. The rate from the Virgo and SGP data are

similar in each energy bin.
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Figure VI.B.3 The 9-12 MeV VGC witlstandard-CDGselections for the Virgo and
SGP observations.
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Figure VI.B.4 The 12-17 MeV VGC witktandard-CDGselections for the Virgo and
SGP observations.
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Figure VI.B.5 The 17-30 MeV VGC witktandard-CDGselections for the Virgo and
SGP observations.

VI.B.3 Phi 7-22° Selection for 17-30 MeV
The lowerS/B isclearly seen in thd7-30 MeV bin. The fraction othe CDG signal in

the 17-30 MeV bin isrelatively low at ~10% copared to ~40% for the 9-12 arkP-17
MeV bins. The 17-30 MeV bimlso has the largest vetoodulation of 2.62 compared to

2.19 and 2.27 for the other bins, respectively.
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Figure VI.B.6 The 9-30 Me\Wp spectrum of thedata (solid) with the ¢ spectrum
obtained from the CDG simulations (dashed) with arbitrary scaling.

Restricting the acceptabtgvalues to the range 7-22° from 6-38° improves the sensitivity

in the 17-30 MeV range. Thig selection was chosen as a result of comparingptieectrum
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of the data to the CDG simulations. figure VI.B.6, the9—-30 MeV @ spectrum of thalata

and thep spectrum obtained from the CDG simulations are plotted with arbitrary scaling. The
figure shows that the spectra have different shapes. The simulgtsgectrum does not have
the sharp rise at angles below 10° and seems to flatten out above 20°. The CD®&aigjoal

is highest at low scatter angles.

The influence of thep 7-22° selection can also be seenit;effect on Ratg.,, (the
count rate at veto2:2000-2500 bin) ang; &he instrument effective area). The tablg.B.2
below shows the relativdecrease to 4 and Ratg.,,, due to thenew ¢ selection of7-22°
compared to the standard CDfsselection of 6-38°. The largest improvement is seen in the
17-30 MeV range where there is a ~30% decrease in,Ratbut only a ~14% decrease in

Aeff .

Table V1.B.3 The effect of thig 7—-22° selection on Aand Ratg.,qq0 -

Energy (MeV)| Ratio of A | Ratio of Ratg.,u
9-12 0.775 0.752
12-17 0.800 0.699
17-30 0.862 0.704

The table VI.B.3 shows the 17-30 MeV modulation factor and the S/B ratio foritge V
and SGP data with the two differeptselections. The modulation Mecreasesvith the ¢ 7—
22° selection from 2.62 to 2.35 ai8iB ratio increases from 9.9% to 22.2% for thérgo
data. The improvements are seen in the SGP data too but to a lesser degree where the S/B ratio

increases from ~1.6% to ~8.8% for the7/—22° selection.

Table V1.B.4 Comparison between the &md S/B ratios for the Virgo and S@RBtasets
above 9 MeV for the two differeiqi selections.

() 17-30 MeV Event rate (counts/s) Modu- SB
Selection lation
veto2: 0 vetoz2. vetoz2. (M,) (%)
(CGD) 650-800 | 2000-2500
Virgo
¢ 6-38° 0.000141 0.00142 0.00372 2.62 9.90
@ 7-22° 0.000243 0.00109 0.00257 2.35 22.22
SGP
¢ 6-38° 0.0000185 0.00116 0.00344 2.96 1.59
@ 7-22° 0.0000739 0.000836 0.00257 3.04 8.8#

The CDG results with the@ 7-22° cut for the Virgo and the SGP data are showtabite

VI.B.4 and VI.B.5. The changes in the compul€BG flux are not significant for th@—12
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and the 12-17 MeV bins. However, due to the increases S/B ratip, 7H&2° selection results
in a higher detection significance of the 17-30 MeMG flux. The significance of the 17—
30 MeV CDG flux detection increases from 1.23 to Zo5tr the Virgo data and frond.12
to 0.570 for the SGP data.

Table V1.B.5 Comparison of the CDG flux for the tdifferent ¢ selections above 9
MeV using the Virgo data

Energy CDG flux — Virgo data
(MeV) 10° (photons/crfrs-sr-MeV)

Q. 6-38 Q. 1-22
9-12 1.78+ 0.48 1.84+ 0.54
12-17 1.06+ 0.27 1.23+ 0.27
17-30 0.164+ 0.133 0.327+ 0.128

Table V1.B.6 Comparison of the CDG flux for the tdifferent ¢ selections above 9
MeV using the SGP data.

Energy CDG flux — SGP data
(MeV) 10° (photons/crfrs-sr-MeV)

@ 6-38" Q. (-22°
9-12 1.69+ 0.64 1.66x 0.73
12-17 0.797 % 0.350 0.488t 0.355
17-30 0.022+ 0.180 0.103t 0.179

A comparison between th€GCs for the two differentg selections is shown ifigure
VI.B.7 for the 17-30 MeV Virgo data. The flattening of the VGC with ¢h&-22° selections
is evident. The 17-30 MeV VGC for the Virgo and SGP observatidtisthe ¢ selection of
7-22° is shown in figure VI.B.8. The rate from the Virgo and SGP data are consistent. Thus,
the @ selection of 7-22° is theptimized data selectiofor the CDG analysis in th&7-30
MeV energy rangewhile the standard-CDG selection af 6-38° is adequate for the CDG
analysis in the 9-12 and 12-17 MeV bins.
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Figure VI.B.7 The Virgo 17-30 MeV VGC illustrating the impact of the tifterent @

selections.
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Figure VI.B.8 The 17-30 MeV VGC for the Virgmd SGP observations wittp 7-22°
selection.

VI.B.4 The 9-30 MeV CDG Flux Calculation
The CDG flux has been derived using a linear extrapolation of the ToF\p@akwith

the appropriatep selections in the 9-12, 12-17, and 17-30 MeV bins (4.638° for the 9—
12 and 12-17 MeV bins anpl 7-22° for thel7-30 MeV bin). Theaesults are shown below
in table VI.B.7 and VI1.B.8 for the Virgo, SGP and combined datasets.

The total9—-30 MeV flux from the Virgo observationsas a detection significance of

5.80 and represents the first significant detection of the CDG flux inethésgy range. The
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CDG flux in the finerenergy intervals of 9-12,12-17 and 17-30 Me\have detection
significances of 3.7, 4.0 and 206 respectively.

The total 9-30 MeV flux from the SGP observations has a detection significance of 3.0
and is consistent with that from the Virgo direction. The CDG flux from the SGP observations
has detection significances of 2.6, 2.3 anddif the finer energyintervals of 9-1212-17
and 17-30 MeWtespectively. The CDG flux id7-30 MeVinterval from the SGP data is
consistentwith zero. The correspondingc2upper-limit is 4.&10° (photons/crits-sr-MeV),
where the @ upper-limit is defined as the measurement plus twice d¢hstdtistical error.

The total CDG flux using the combined Phase | to Phase V Virgo and SGP data from 9 to
30 MeV is also shown in table VI.B.7. The CDG fluxes have detection significance,of
4.9, 5.3 and 2.6 for the 9-30, 9-1212-17 and 17-30 Me\Vhtervals, respectively. For
comparison, thed7-30 MeVCDG results derived usingoth the standard and optimizeg

selection are shown below in table VI.B.8.

Table V1.B.7 The CDG rate and flux between 9 and 30 M&a (Upper-limij.

Energy CGD Event-Ratg Effective-Areg CDG Flux
(MeV) x 10* (counts/s) (crixsr) (1/cni-s-sr-MeV)
Virgo

9-30 134+ 2.3 9.42 (6.8+1.2)x 10°
9-12 6.0+ 1.6 11.2 (1.8+ 0.5) x 10°
12-17 50+ 1.3 9.45 (1.1+0.3)x 10°
17-30 24+0.9 5.67 (3.3+1.3)x 10°
SGP

9-30 9.0+ 3.0 9.16 (4.7+ 1.6) x 10°
9-12 55+ 21 10.8 (1.7+ 0.6) x 10°
12-17 3.7+ 1.6 9.24 (8.0% 3.5) x 10°
17-30 0.7+ 1.3 5.54 4.6x 10°"

Virgo+SGP

9-30 124+ 1.7 9.33 (6.3+0.9)x 10°
9-12 6.2+ 1.3 11.1 (1.8+ 0.4)x 10°
12-17 52+ 1.0 9.37 (1.1+0.2)x 10°
17-30 20+ 0.7 5.63 (2.8+ 1.0)x 10°
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Table V1.B.8 A comparison between the 17-30 MeV CDG results derived using the two
different@ selection {20 upper-limi.

Data 17-30 MeV CGD Rat¢ Effective-Arga 17-30 MeV CDG F|ux
x 10* (counts/s) (crirsr) x 10° (1/cnt-s-sr-MeV)
Q. 7-22°
Virgo+SGP 2.0+ 0.7 5.63 2.8+1.0
Virgo 24+ 0.9 5.67 3.3+1.3
SGP 0.7+ 1.3 5.54 4.6
¢. 6-38°
Virgo+SGP 1.3+ 0.9 6.53 15+1.1
Virgo 14+ 1.1 6.58 16+ 1.3
SGP 0.2+ 1.5 6.42 3.8

VI.B.5 Consistency Check for the Analysis Method
A consistency check for the CDG analysiethod in the 9 to 30 MeV range is to

compare theCDG flux for subsets of the data. One can check if the results are consistent
among subsets of the data, namely, the P12V, P3V, P45V, P18@FP45SGP datasets. To
compensate for the decrease siatisticsfor five smaller datasubsets, the CDGlux are
computed for the total 9—30 MeV interval. The measured 9-30 MeV CDG fluxes fdivehe
independentlatasets together with their average value are shown in table VI.B.plathed

in figure VI.B.9. The ToF-peak VGCs for the five data subsets are shown in figure VI.B.10.
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Figure VI.B.9 The measured 9-30 MeV CDG flux for the fivdependent datasets and
the average flux together with itglevels.

To test the consistency between the measurements, thénfigpendent measurements
were conpared to the averagealue derived from the cdmmned dataset,(6.3 + 0.9) x 10°

(1/cnt-s-sr-MeV). The reduced chi-square of the fit is 1.26. The null hypothesis of a constant
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flux is rejected only at only the 70% confidence level. The iinependent 9—-30 Me¥lux
measurements are consistemith a constant CDG emission, suggesting that the analysis

methods used are robust and reliable.
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Figure VI.B.10 The 9-30 MeV VGC for the five independent datasets .

Table V1.B.9 The measured 9-30 MeV CDG flux for the five independent datasets.

Data 9-30 MeV CGD Rate Effective-Area  9-30 MeV CDG Flux
x 10* (counts/s) (criasr) x 10° (1/cnt-s-sr-MeV)

Virgo+SGP 12.4+ 1.7 9.33 6.3+ 0.9
Virgo 13.4+ 2.3 9.42 6.8+ 1.2
SGP 9.0+ 3.0 9.16 47+ 1.6
mean V&S 59 1.0
P12V 10.2+ 4.1 9.30 55+ 2.2
P3V 8.2+ 35 9.49 43+ 1.8
P45V 19.1+ 4.2 9.49 10.0+ 2.2
P1SGP 10.A 4.4 8.64 6.2+ 25
P45SGP 8.2 4.1 9.49 44+ 2.1

VI.C. The 4.2-9 MeV CDG Analysis
The 4.2-9 MeV region represents the nesinplest energy regime in COMPTEL
dataspace after the 9-30 MeV interval. Between 4.2 and 9 MeV the ToF peak counts consist
of only the promptbackground andthe CDG radiation. However the nature of the
background in the 4.2-9 MeV region is different from that at 9-30 MeV. Althought.the
9 MeV region contains prompt type évents as th®-30 MeVinterval, it also has darge
fraction (~50%) of the forward-peak counts as prompt type C ewgigimating near the D1

subsystem. While type A evermi®minally peak at channel 120, typee@ents are located at
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lower ToF channels near chanri€l6. Due to the large fraction of type évents we have
modified the ToF fit procedure to separate the peak at 120 (containing the signal) from the
peak at ~116 (section V.D).
VI.C.1 The ToF Spectrum

The fits of the P15VSGP data in the 4.2-6 and 6-9 MeVwbih the 2gToF model for
standard-CDG selections are shown in figures VI.C.1 and VI.C.2. Typicallymé&esured
counts in the ToF peak at channel 120 are about 50-55% of the counts in theTsiRgle
peak at channel 118, a factor of 2 improvement inShgeratio. See section V.D for details

on the 2gToF model.
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Figure VI.C.1 The 4.2-6 MeV all-veto P15VSGP ToF spectrum fit using the 2gToF
model.
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Figure VI.C.2 The 6-9 MeV all-veto P15VSGP ToF spectrum fit using the 2gToF
model.
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VI.C.2 Phi 18-38° Selection for 4.2-9 MeV
A @ selection of 18-38° improves tlsensitivity in the4.2-9 MeV range. Figure VI.C.3

shows the 4.2-9 Me\y spectrum of the data and the simulations, arbitrary scaledrpare
shapes. The spectra of the data and simulations have different shapes. The data peaks at ~6°
(recall the data has the standay®—38° selection) and decreases shawilty increasinge.

On the other hand, the simulatishowsonly a gradually decrease abo&. Such a
difference in shape suggests that @G signal fraction is greatest at large sca#trgles.

Most events below 18° are probably internal background and should be rejected.
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Figure VI.C.3 The 4.2-9 Me\® spectrum of thelata (solid) with the ¢ spectrum
obtained from the CDG simulations (dashed) with arbitrary scaling.

Similar to the 9-30 MeV work in section VI.B, we have tabulated the relative changes to
A, (the effective area) and Ratg,, (the count rate in thgeto2:2000-2500 bin) fothe @
selections of 18-38° and 6-38°. For thd8-38° selection there are large changedath
guantities, but a significant improvement in t8# ratio. Although A, drops by a factor of
~2.5, Ratg., decreases by a factor of 4-5. This results in a factor of ~2 improvement in the
S/B ratio. However,the overall count rates also decrease by 40-65%, slightly more than the
decrease produced lifie 2gToF fit(45-50%). Thetable VI.B.1 belowshows the relative
decrease to A and Ratg.,,,, due to the 18-38(p selection compared to treame quantities

for standard CDGp selection of 6-38°.
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Table VI.C.1 The effect of thgp 18—-38° selection on Aand Ratg.,qq0-

Energy (MeV)| Ratio of A; | Ratio of Ratg .,y
Virgo
4.2-6 0.380 0.228
6-9 0.331 0.212
SGP
4.2-6 0.379 0.232
6-9 0.334 0.234

We can now improve th&/B ratio in the 4.2-9 MeV measurements by (1) using the
2gToF model and (2) by applying@> 18° selection. Since these two selectionsiameosed
on independent data parameters, we realize a greater improvement by usintpdlesner.
The results of fitting the ToF spectrum for the P15VSGP data in the 4.2—6 and 6-9 MeV bin

with ¢ > 18° selection and the 2gToF model are shown in figures VI.C.4 and VI.C.5.
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Figure VI.C.4 The 2gToF model ToF fit fgr= 18° in 4.2-6 MeV P15VSGP data.
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Figure VI.C.5 The 2gToF model ToF fit fgr= 18° in 6-9 MeV P15VSGP data.

143



VI.C.3 The VGC Modulation

The modulation factor (M and the signal-to-backgroundratio (S/B) have been
computed for the 4 different datselections, namely 1gToF, 2gToF, 1gTgs18° and
2gToF+p>18°. The results for the Virgo and SGP data appear separately in tables VI.C.2 and
VI.C.3, respectively. In the Virgo datajth the 2gToF+p>18° selection M decreasegrom
3.22 to 2.73 and/Bincreases from <0 to 22% for the 4.2—6 MeV bin, décreasesrom
2.90 to 2.57 andS/B increases from 1.5% to 20% for the 6-9 MeV bin. Smaller
improvements are also seen for the SGP data, where the S/B is ~14% and ~12%4{@—ée
and 6-9 MeV bins with the 2gTol*18° selection. The effect of the four selections is shown
in figures VI.C.6 and VI.C.7. The ToF-peak rate decreases monotoniadthythe 1gToF,
2gToF, 1gToF#>18° and 2gToF¢>18" selections. We choose the 2gT@F18° selection to

be the optimized-CDG selections in the 4.2 to 9 MeV energy range.

Table VI.C.2 The Mand S/B ratios in the Virgo data between 4.2 and 9 MeV.

Energy Bvent rate (counts/s) Modu- S/B
(MeV) veto2: 0 veto2: veto2: (M,) (%)
(CGD) 650-800 | 2000-2500
4.2-6 Virgo
1gToF -0.00266 0.0218 0.0700 3.22 <0
1gToF p>18( -0.000072 0.00536 0.0160 2.98 <0
2gToF 0.00126 0.0116 0.0322 2.76 10.8
2gToF p>18 0.000638 0.00293 0.00802 2.73 21.8
6-9 Virgo
1gToF 0.000174 0.0122 0.0354 2.90 1.48
1gToF p>18 0.000168 0.00252 0.00753 2.99 6.6/
2gToF 0.00160 0.00682 0.0170 2.49 23.5
2gToF p>18 0.000392 0.00149 0.00383 2.57 26.3
Table VI.C.3 The Mand S/B ratios in the SGP data between 4.2 and 9 MeV.
Energy Bvent rate (counts/s) Modu- S/B
(MeV) veto2: 0 veto2. veto2. (M,) (%)
(CGD) 650-800 | 2000-2500
4.2-6 SGP
1gToF -0.00296 0.0212 0.0664 3.13 <0
1gToF p>18( -0.000528 0.00461 0.0154 3.34 <0
2gToF -0.000869 0.0121 0.0339 2.81 <0
2gToF p>18 0.000425 0.00308 0.00811 2.63 13.8
6—9 SGP
1gToF -0.00141 0.0118 0.0345 2.93 <0
1gToF p>18( -0.000130 0.00307 0.00808 2.63 <0
2gToF -0.000397 0.00650 0.0185 2.84 <0
2gToF p>18 0.000186 0.00162 0.00378 2.34 11.b
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Figure VI.C.6 The 4.2—6 MeV VGCs for the four different ToF-pestk calculations as
described in the text, using P15VSGP data.
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Figure VI.C.7 The
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6-9 MeV VGCs for the fodifferent ToF-peak rate calculations as

described in the text, using P15VSGP data.

VI.C.4 The 4.2-9 M

eV CDG Flux Calculation

The CDG flux has been derived using a linear extrapolation of the ToF\p@&&kwith

optimized-CDG selections (2gToE*18°) in the 4.2—6 and 6-9 MeV ranges. TW&Cs for

the Virgo and SGP data in the 4.2-6 and 6-9 MeV bins are plotted in figures VI.C.8 and

VI.C.9, respectively. TheorrespondingCDG flux for the Virgo, SGP and sum datasets are

listed in table VI.C.4.

The rates from the Virgo and SGP data are self-consistent for both energy bins. For the

Virgo data, the CDG flux is detected with a significance of 2.3 and 220the 4.2—6 and 6—
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9 MeV bins, respectively. For the SGP data the significances are 1.2 aadi®.the 4.2-6
and 6-9 MeVbins, respectively. Bgumming the Virgo and SGP data th®G detection

significance rises to 2.83 and 2.45n the 4.2—6 and 6-9 MeV bins, respectively.

| | |
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Figure VI.C.8 The 4.2-6 MeV VGC witbptimized CDG selections (2gTof+18°)
for the Virgo and SGP observations.
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Figure VI.C.9 The 6-9 MeV VGC with optimized CDG selecti¢pgToF+p>18°) for
the Virgo and SGP observations.
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Table VI.C.4 The CDG flusbetween4.2 and 9MeV using 2gToF+p>18°" selection
(" 20 upper-limiy.

Data CDG count rate Area-Eff CDG Flux
x 10 (counts/s) (crirsr) | x 10° (1/cnf-s-sr-MeV)
Virgo
4.2-6 6.4+ 2.8 5.07 7.0+ 3.0
6-9 3.9+ 2.0 4.12 3.2+1.6
SGP
4.2-6 4.3+ 3.7 4.95 48+ 4.2
6-9 1.9+ 2.9 4.06 6.3
V&SGP
4.2-6 6.2+ 2.2 5.03 6.9+ 24
6-9 3.5+ 1.6 4.10 29+ 1.3

VI.C.5 Consistency Check for the Analysis Method
A consistency check for the CDG analysigthod in the 4.2 to 9 MeV range is to

compare the CDG flux for subsets of the data (similar to the check in the 9-30ravig¥).
The measured 4.2-9 Me¥€DG flux for the fiveindependentdatasets togethewith their
average value are shown in table VI.C.5 and plotted in figure VI.C.10. The ToF({i&@k

for the five data subsets are shown in figure VI.C.11.
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Figure VI.C.10 The measured 4.2-9 MeV CDG flux for the five independent datasets and
the average flux together with itg levels.

To test consistency between the measurements, the ifidependent 4.2-9 MeV
measurements were compared to the average value derived from the coddiaest(4.3 +
1.2) x 10° (1/cnf-s-sr-MeV). The reduced chi-square of the fiDi®4. The nullhypothesis

of a constant flux is rejected at only the 5% confiderieeel. The 4.2-9 MeV flux
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measurements are consistemith a constant CDG emission, suggesting that the analysis

methods used are robust and reliable.
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Figure VI.C.11 The 4.2-9 MeV VGC for the five independent datasets.

TableVI.C.5 The total 4.2-9 MeV flux witl2gToF+p>18° selection (20 upper-

limit).

Data 4.2-9 MeV CGD Rate Effective-Arga 4.2-9 MeV CDG F|ux

x 10* (counts/s) (crirsr) x 10° (1/cnt-s-sr-MeV)
Virgo+SGP 9.7+ 2.7 4.66 43+12

Virgo 10.6+ 3.4 4.70 47+ 15

SGP 5.6+ 4.7 4.60 25+ 2.2

P12V 10.9+ 5.9 4.65 49+ 2.6

P3V -1.9+ 6.1 4.72 5.34

P45V 10.1+ 6.5 4.72 4.4+ 29
P1SGP 0.6% 6.8 4.41 6.74
P45SGP 10.% 6.6 4.72 48+ 29

VI.D. The 2.7-4.2 MeV CDG Analysis
Below 4.2 MeV is the domain of the long-livebdackground componentThe 2.7—-4.2
MeV ToF-peak rates contain everitem the long-livedbackground component in addition
to the contributions from the prompt ar@DG components. Inthis energy range, the
dominant source of long-livedackground is fronthe decay of thé'Na isotope where the
2.754 photon undergoes enerfpss in D2 and thd.368 photonscatters in D1. There are
also two unidentified lines present in the E2 spectrum at ~2.94 and ~2.57 ti&V

contribute to the ETOT spectrum in tl2e7-4.2 MeV range. Asvill be shown, byusing
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special data selections we can virtually eliminate the contributions of thesentiaking their

identification less important.

VI.D.1 The ToF Spectrum
As discussed earlier in section V.D, tHéNa events in the telescope data are

predominantly type C events showing aFfpeak around channel 116 due to gs®metry
of 2-photon type C events. This ToF behavior is seen in the simulations ‘éflghdecay and
as well as in the data (figure VI.D.1). The lower position of’fN@ ToF-peak suggests that a
two-gaussian ToF model (2gToF) should be u¢asl in the4.2—9 MeV CDG analysis) to
determine thé'Na events simplyfrom the ToF fits.However,the scenario is not quite as
simple. To understand this, we must realize that the ToF resolutaegradingwith energy
(see section V.A). The width of the single gaussian ToF (1gToF) peak between 3 and 4 MeV
is ~4.5 channels making it difficult to separate the two ToF peaks at 116 ah#0at
Secondly, the lower ToF peak 4116 channel is intense, since b@tompt and long-lived
events contribute to it. Therefore, one requires an accurate description of the ToF spectrum to
be able to correctly separate the two componddtsvever,the background inthe 2.7-4.2
MeV region show an energy spectrum signature that can be exploited to edtsnnatEnsity.
This differs from the 4.2—9 MeV range where there are no spectral features for the lower ToF
peak at channel 116.

In the light of these points, the approach in 2hé-4.2 MeV energy range (aradso for
the lowerenergy intervals) is to first determine the ToF-peak rates using thegaumssian
model that includes the contribution from tfida component. We thefit the characteristic
decay lines in the individual detector spectrum to calculate and eventually subtrdt¥ahe
and other line contributions from the ToF-peak rates. The long-lakground-corrected

VGCs are then extrapolated to zero veto rate to compute the CDG count rate.
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Figure VI.D.1 (a) Thé*Na ToF spectrum from simulatiorsd; (b) The ToF profile of
the 2.754 MeV line fromi*Na from data.

VI.D.2 Special Data Selections
The datawith the lowestSAA dosage

The time-averaged promgactivity is roughly constanbver the 5 years of observations,
however this is not the case for the long-livedckground componentgsection V.B).
Observations when the intrinsitNa activity is low are best for studying the 2.7-4.2 CDG flux
due to the highefS/Bratio. The observations used for theg—-4.2 MeVCDG measurement
are those for all the Phase 2 Virgo observations and for all the Phase 3 Virgo observations
prior to the reboost, labeled as the23a” dataset. The reason for choosing these
observations is that their spacecraft altitude is ltwest and hence the SAA dose is a
minimum.

The E1950-1250keV selection to enhanc¢he 2.754 line in E2

The*Na decays with photon energies of 2.754 and 1.368 MeV. The standardd@RaG
selections eliminate most events where the 1.368 photon interacts in D2 and thpHh
interact in D1 (explained in section V.C). Therefore the problem#Na events are the
converse, i.e., the 2.754 photons interact in D2 and 1.368 photons trigger DIe#dtaa
narrow selection in D1 energy around the Compton-edge of the 1.368 phiitanhance

the 2.754 line in E2vith respect to the continuum. The Compton edge for a 1.368 MeV
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photon in D1 is 1.153 MeV. All thin, low Z scintillators have the maximum energy deposit at
the Compton-edge energince thephotopeak efficiency isery low. An Elenergy cut of
950-1250keV, labeled as th&24Na-E1” cut, will favor the 1.368 MeV photorCompton
edge in D1. This cut increases the 2.754 Ma)é-to-continuum ratio aseen in the E2

energy spectrum in figure VI.D.2.
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Figure VI.D.2 The P23a E2 spectrum about the 2.754 MeV line ffdim decayfor (a)
standard CDGelectionsand, (b) 24Na-EXkelections (E1 950-1250 keV); including the
fit components of thé'Na-template, an exponentiahdtwo gaussians at 2.581d2.94
MeV.

Such an E2 spectrumith E1 950-1250keV is used to calculate tHéNa intensity as a
function of veto rate. Once we determine tfilla intensity (andts VGC) for this selection,
the *Na response from simulations can be used to correctly scale the measured intensity to
any other data selection. The ability to scale the long-lived background line intensities to any
other data selection is the advantage of having a simulated isotope-decay response.

The 2.754 MeV line region in Efith the 24Na-E1 selections (and a TdA0-130
channels cut) is fit for the summed veto-bins P23a data and is plotted in figure VI.D.2. The
fit includes two gaussians for the 2.58 and 2.94 MeV photopeaks, an exponential for the
continuum and the template for th#a response (2.754 Mekhe andits tail). The fits are
performed as a function of veto rate. Tida VGC scaled to th@.7—4.2 MeV bin inETOT

is shown in figure VI.D.3. Thé'Na VGC shows naon-linearity at loweto rates as seen in
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the P2345 data (see section V.E), but is consistéthta constant*Na rate (the data point in
the veto2: 0—650 bin is the average rate).

For comparison th&Na VGC from fits to the E2 spectrumith standard-CDG selection,
i.e., an open E1 window is shown in figure VI.D.2. TéwmrespondingVGC for the2.7-4.2
MeV bin in ETOT is also plotted in figure VI.D.3Vithin uncertainties the twé'Na VGCs
show similar behavior. An advantage of fitting the lines for the standard-CDG data selections
(i.e., openy selections) is that we now also have ¥&Csfor the 2.58 and 2.94 MeV lines
(figure VI.D.4). The 2.58 and 2.94 MeV lin€GCs can be used to correct fatheir
contribution to the2.7-4.2 MeVVGCs. However the averagéNa rate using standard-CDG
selection is ~27% higher than ti¥Na rate using the 24Na-E1 cut. Considering ldnge
increase inS/B for the 2.754 MeV linawith the *Na-E1 cut,its resultsfor the *Na rate are
more reliable. The 27% change could be considered a rough measure of the systematic

uncertainties in the method to calculate iNa intensity.
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Figure VI.D.3 The*’Na VGC for P23&2.7-4.2 MeV(a) using 24Na-E1 selections (E1:
950-1250keV) and, (b)using standard-CDGselections (E1: 70-20000 keV). Thiata
point in the veto2: 0—650 bin is the average rate.
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Figure VI.D.4 The (a) 2.6 MeV and (b) the 3.0 MeV V&& 2.7-4.2 MeV using P23a
data with standard-CDG selections. The data point in the veto2: 0-650 binagethge

rate.

The @ 22—38° selection to suppres§'Na events

With areliable method to estimate th#a intensity andts veto ratedependence in the

2.7-4.2 MeV range or any othéata selection, the next step isdompute theToF-peak

VGC in the 2.7-4.2 MeV bin for the P23a data.

The *Na component together with the 2.6 and 2.9 MeV lines are substarstiglpressed
with the@>22° selection. This was discussed in section V.C. The disappearance 2f7 H#e
MeV photopeak region including the 2.6 and 2.9 MeV peaks in E2 by ##-38° selection
wasclearly seen in figure V.C.22. Figure V.C.24 showed the distribution of E2(O¥F4.2

MeV events to the E2 spectrum. The contributions fron?tda component together with the

2.6 and 2.9 MeV lines to ETOT 2.7-4.2 MeV were minimized with¢h22° selection.

The 2.7-4.2 MeWGC for all three ToFcomponentswith their respective straighine
fits for the @ >22° data selection and standard-CDG data selections are plottéduie

VI.D.5. Note the large difference (about a factor of 10) in count rates between the two

selections.
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Figure VI.D.5 The P23a 2.7-4.2 MeV Vdar all three ToF components withheir
respective straight line fits (a) usistandardCDG-selections ¢ 6-38°); and (b) using @
22-38° selection (+: gaussian; square: constant; circle: exponential).

The 2.58 and 2.94 MeV lines are two-photevents, asseen by the presence of
photopeaks in the E2 spectrum. The ETOT 2.7-4.2 MeV cawitiis@>22° selectionaccept
only events with E2 energy depositssthan ~2600keV, therefore the 2.9 MeV linenakes
no contribution to the 2.7-4.2 MeV counts in ETOT region witppa2° restriction.With the
@>22° selection, a minimum E1 energy deposit of ~1.5 MeV is requiiddthe 2.58 MeV
line in D2 to register telescopevents,from the Compton-scattering formula (séigure
VI.D.6). Incidentally, the 2.6 line counts al@wer for the B:950-1250keV selection (see
figure VI.D.2) indicating that the second photon associatid the 2.6 MeV peak isnost
likely below 1000 keV in the E1 spectrum. As a result the 2.6 MeV gaussiantswith
@>22° does not contribute to tl#&7-4.2 MeV bin in ETOT. The 2.6 Melihe seems to be
prompt in nature (see section V.E) awndl be subtracted in the VG@@xtrapolation. To

summarize, the 2.6 and 2.9 MeV lines do not contribute to the EX.®34.2 MeV binwith
the @¢>22° selection.
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Figure VI.D.6 The E1-E2 parameter space with lines of constant EfR@donstantq.
The dominant position fNa and??Na events are marked.

With the @ 22—-38° selection, th&Na count rate decreases by a factor of +ifdle the
instrument effective-area for the CDG radiationly decreases by a factor of ~4. This
demonstrates that the 22-38° selection is effective ianhancing theCDG radiation relative
to the *Na component. Henceforth, the 22-38° selection is the optimized-CD@ata
selection in the 2.7-4.2 MeV range.

The E2 ToF-cut corrections

The ToF-peakVGCs are computed using thtal gaussian counts for the fitted ToF
peak. To produce the E2 count spectra we applylG-130 ToF selection to select on the
forward peak so as to compute ffida count within the forward peak, therefore, parts of the
*Na gaussian tail are cut by the ToF selection. Although most of the ToFepeats within
110-130 ToF are assigned to the ToF-peak in the 1gTibFneverthelessthere are*Na
events outside th&10-130 ToF cut region that contribute to the ToF-peak gauss@mmts
and vise-versa. Weshould therefore apply a correction to propedgale the*Na counts
determined from the ToF 110-130 region into the counts in the ToF-peak VGCs.

The differences in line intensities from the ToF cut region to the ToFitsakannot be
exactly determined because we do not know the true distribution GfNeevents (or the
lines) in the ToF spectrum. Nevertheless, an estimate of the fracti®Nafevents lost due to

the cut can be determined by investigating the ToF distribution of the 2.754 MeV in E2 (see
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figure VI.D.1(b)). The fit of a gaussian to the 2.754 MeV ToF distributiesults in aToF-

peak position of 117.3 andveidth of 4.7 channels. Th&10-130 ToF cut corresponds to
integrating the gaussian from —1.57 to 2d1This corresponds to 93.8% of the gaussian
area within the 110-130 ToF range, hence the ToF-corrections to properly scaleOthE30
counts is 1.07. Therefore, geale the*’Na (and the 2.6 and 3.Qjctivity by 1.07 before
subtracting them from the ToF-peak VGCs. Considering the much greater uncertainties in the

*Na activity (~25%) and the extrapolated rates (~50%), this ToF-correction (~7%) is small.

VI.D.3 The 2.7-4.2 MeV CDG Flux Calculation
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Figure VI.D.7 The P23&'Na corrected2.7-4.2 MeV VGCfor ¢ 22-38° used to
compute the 2.7-4.2 MeV CDG flux.

The method for determining th2.7-4.2 MeVCDG measurement is as followsirst
compute the 2.7-4.2 MeV ToF-peak VGC fpR2-38° using the P23data, thendetermine
the*Na intensity as a function ofeto bin using the E®50-1250keV selection. Scale the
*Na VGC from the E1:950-1250 keV dataspace to th@>22° ETOT 2.7-4.2 MeV
dataspace. Subtract the scaléth VGC from the 2.7-4.2 MeV ToF-peak VGC. Thesidual
counts now consist of only the prompt background and the CDG events. As argued earlier the
contributions from the 2.9 line in the>22°, 2.7-4.2 MeVdata can be assumed to bero.

The 2.6 MeV line although prompt Blso suppresse¢>22° and is accounted for in the
extrapolation. The extrapolated rate at zero veto-scaler rate is a reliable measure of the CDG

count rate in th€.7—4.2 MeV bin. The P234Na subtracted 2.7-4.2 MeVGC for ¢ 22—
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38° is shown in figure VI.D.7 and the results are presented in table VI.D.1. The table also
includes the relative contributions of tf&la, prompt and CDG components to the count rate
for veto2 rate bin 650-800 (Rate@v2:650). The 2.7-4.2 MeV CDG S/B ratio is ~19% and the
VGC modulation factor, M is ~2.32. The 2.7-4.2 Me\CDG flux is measuredwith a

statistical significance of 1.@9and has a value of (2.451.23)x 10* photons/crirs-sr-MeV.

Table VI.D.1 The results f@2.7-4.2 MeV CDG analysifor P23adata andp 22-38°
with the?Na activity determined using 24Na-E1 selections.

Rates —

average ToF-peak rate (1/s) 0.00866+ 0.00030
ToF-peak rate in v2:650-800(1/s) 0.00752+ 0.00045
averagé“'Na rate (1/s) 0.00174+ 0.00010
Ratios —

2Na rate /Rate@v2:650 (%) 23.2

Prompt rate/Rate@v2:650 (%) 59.7

M, for ToF-peak VGC 1.94

(ToF-peak #*Na) VGC —

VGC M, 2.36

VGC slope (1/s-veto?2) (5.09 0.58)x 10°
S/B: CDG rate/ Rate@v2:650 (%) 17.1

CDG (constant) rate (1/s) 0.00129+ 0.00065
Effective-Area (crhsr) 3.50

CDG flux (1/cni-s-sr-MeV) | (2.45+ 1.23)x 10*

VI.D.4 Consistency Check for the Analysis Method
We perform two consistency checks for the 2.7-4.2 MeV CDG flux result.

(1) Test the sensitivity of the CDG rate to the exact shape 6iNheVGC.

The *Na VGC typically shownon-linearity at low veto-scalerates when datawith
different activation (SAA dosage) is added, as discussed in section V.E. Recall that we use
P23a data that has the lowest (and similar) SAA dosage. The*R23%GC do not show any
non-linearities at low veto rates.

Extrapolate the P23g>22° ToF-peakVGC before correcting for thé'Na rates,then
subtract the veto-averagétNa rate from this extrapolated rate to estimate G¥G count
rate. We have switched thmrder of the prompt and long-lived correctionsmwever the
resulting CDG intensitiefrom either subtracting®Na before or after extrapolation are
consistent with each other. The differences are less than Dhe CDG intensitiesrom both

methods are shown in table VI.D.2.
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Table VI.D.2 The 2.7-4.2 MeV CDG rates for subtracting’iNa intensity before and
after extrapolating the ToF-peak VG@Z2-38° and P23a data).

Extrapolation method Rate Flux
(1/s) x 10* (1/cnt-s-sr-MeV)
average 24Na rate 0.001240.00010
CDG: ToF-peak VGC 0.00323x 0.00065
CDG: ToF-peak VGC — average 24Na0.00149+ 0.00066| 2.84t 1.26
CDG: (ToF-peak — 24Na) VGC 0.00142+ 0.00065| 2.45 1.23

(2) Compute the CDG rate for standard CDG selectipré—38°).

Start with the P232.7—-4.2 MeV ToF-peak/GC for standard CDG selectiong 6—38°)
which containcontributions from the 2.6 and 2.9 MeV lines. As before calculate™ e
VGC with E1: 950-1250 keV selection and scale it to thg 6-38° ETOT 2.7-4.2 MeV
selection.

The E1 threshold iset at 70 keVtherefore allevents above630 keV in E2will have
energies greater than 2700 keV in ETOT. The 2.94 MeV pealeriergy resolution is 99
keV. The low energy limit for the 2.93 MeV gaussian (position minus r@solution)
corresponds to ~2620 keV in E2, therefore the entire 2.93 MeV peak counts are contained in
the 2.7-4.2 MeV bin in ETOT. We can therefore subtract the 2.94 MeV gaugSi@rfrom
the 2.7-4.2 MeVVGC with standard-CDG selections. From the above argumentoalhts
from the 2.6 MeV peak above 2630 keWll also reside in th.7-4.2 MeV bin inETOT.

The events above 2630 keV correspond to 29.11% of the total 2.6 MeV peak counts. We can
scale the 2.6 MeV VGC b9.11% to estimatés contribution to the2.7-4.2 MeV bin in
ETOT.

The VGCs used for extrapolation to determine @2G count rate using standard CDG
selections are coputed for three separate methods andrdselts are tabulated below: (1)
Correct only for thé*Na VGC prior to extrapolation —this serves as anpper limit to the
CDG flux since the contribution from the 2.9 and 2.6 Ma\és are not yet subtracted; (2)
Correct for the*Na, 2.9 MeV and scaled 2.6 MeV linéGCs prior to extrapolation — this
would be the correct approach if the origin and contributions of each the 2.9 and 2.6 MeV
line components to th2.7-4.2 MeVwereunambiguously known; (3) Correct fdhe *Na

and 2.9 MeV VGCprior to extrapolation — the 2.9 MeV is probably long-livé@énce
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subtracted while the 2.6 MeV line sobably prompt and hence accounted for in the VGC
extrapolation.

The results of VGGextrapolation for the three separate methods are showabie
VI.D.3. The 2.7-4.2 MeWGC using standard-CDG selectiondth *Na and 3.0 MeV line
subtracted anavith *Na, 3.0 and 2.6 MeV line subtracted are potted in figure VI.D.8. The
CDG flux for ¢ 6-38"selection in all threextrapolationcases are consistewith the results
using @ 22—-38° selections demonstrating that we are able to correctly account for the 2.6 and
3.0 MeV contributions in the data. It is encouraging to get consistent CDG fluxesusimen
data selections@(6-38°) where the averadmckgroundrate is about ten times highéhan

for the optimized CDG data selectiong 42-38°).

Table VI.D.3 The results for 2.7-4.2 MeV CDG analysis for P23a date 6n88°

Effective-Area (crfsr) 14.25

Rates —

average ToF-peak rate (1/s) 0.07789% 0.00105
ToF-peak rate in v2:650-800 | (1/s) 0.06344+ 0.00156
averag€’Na rate (1/s) 0.01866+ 0.00104
average 3.0 MeV rate (1/s) 0.004919+ 0.000413
average 2.6 MeV rate (1/s) 0.002670+ 0.000134
CDG flux for ¢ 6—-38"

(ToF-peak®*Na) VGC (1/cn-s-sr-MeV)| 0.000349+ 0.000177
(ToF-peak®*Na-3.0) VGC (1/crivs-sr-MeV)| 0.000238+ 0.000326
(ToF-peak®Na—-3.0-2.6) VGC | (1/cfrs-sr-MeV)| 0.000203+ 0.000204
CDG flux for ¢ 22-38"

CDG: (ToF-peak®Na) VGC (1/cm-s-sr-MeV)| 0.000245+ 0.000123
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Figure VI.D.8 The 2.7-4.2 MeV VG@r @ 6-38° with (a) *Na and3.0 MeV line
subtracted;and (b) with *Na, 3.0 and 2.6 MeV line VGCs subtractedprior to
extrapolation.

VI.E. The 1.8-2.7 MeV CDG Analysis

For thel.8-2.7 MeVrange, the analysis is similar to that for tg-4.2 MeVenergy
range. We first determine the ToF-peak rates using the one gaussian ToF modtet|dlolzis
the contribution from line componentsvithin the ToF-peak rates. We then fit the
characteristic decay lines in the individual detector spectrum to calculate and eventually
subtract their contributions to the ToF-peak rates. The long-lived background corflexted
peak VGCs are then extrapolated to zero veto rate to determineCD€& count rate. The
ETOT 1.8-2.7 MeV countxonsist of the 2.2 MeV andAl events togetherwith the
contributions from the prompt an@DG components. In the E2 spectrum, the 2.2 MeV
photon produces a continuum below ~2200 keV and the signature GAkliecay is the 1.8
MeV photopeak.Since the 2.2 MeV is a promgiackgroundsource, itscontributions are
automatically corrected during theto rateextrapolation. For a detailed description of the

2.2 MeV VGC see section V.E.

VI.E.1 The E2 Spectral Fit
To minimize the background intensity, the P23a data are again used for the 1.8-2.7 MeV

CDG analysis. The 22-38° selection suppresses tfiéa component and the 2.6 and 3.0 line
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contributions (see section V.C). The ETOT 1.8-2.7 MeV @2@-38° cuts select eventsth
energy onlylessthan ~1900 keV in E2. Therefore t#00-2400keV excess in the E2
spectrum is also significantly reduced (see section V.C).

In figure VI.E.1(a) the P23a E2 spectrum is plotted togetivéh the exponential
function representing the continuutmackground.Figure VI.E.1(b) shows theexponential
subtracted E2 spectrum that represents the line emissions. There are no special selections
applied to optimize for th&Al line in the E2 spectrum. As described in sectMi€, after
subtracting thé*Na and 2.2 MeV contributions, the 1.8 MeV photopeak “fat is fit in the
narrow E2 rangel600-1900keV, superimposed over a flatontinuum. Thecontinuum-
subtracted E2 spectrumwith the fitted *Na, 2.6 and 3.0 gaussians, 2.2 MeV affdl

components is shown in figure VI.E.2.
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Figure VI.E.1 (a) The P23a E2 spectrum together with the exponential continuum
function; and (b) the E2 spectrum with the exponential-continuum subtraaietetmine
the component from the lines.
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Figure VILE.2 Thecontinuum-subtracted E2 spectruwith the ?*Na, 2.6 and 3.0
gaussians, 2.2 MeV arftAl components.

The Al VGC

The *Al intensity is determined as a function of veto-scalemptoduce the®Al VGC.
Once we determine th&Al intensity, its response for a different data selection can be
determined from thé&Al simulations. | have plotted th&Al VGC for the 1.8-2.7 MeVg =
22° selection in figure VI.E.3. Ishows alinear dependencavith veto rate indicative of its

relatively prompt naturet(,= 2.25 min.).
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Figure VI.E.3 The®Al VGC in ETOT 1.8-2.7 MeV for the P23data. The average rate
is plotted in the v2: 0-650 bin.
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The E2 ToF-cut corrections

Similar to the 2.7-4.2 MeV work, a ToF correction is applied to propscle thefitted
line intensities determined from the TdA0-130 region tadhe counts in theToF-peak
VGCs. The correction factor is determined from the 1gToF fit to the ToF-peak in ETOT. The
ToF-exponential modetesults in ToF-peak position &t9.3 with a width of 4.9 channels,
corresponding to a correction of 1.05. This correction is applied to the line intehsittas
subtracting their contribution from the ToF-peak VGCs.

VI.E.2 The 1.8-2.7 MeV CDG Flux Calculation

The 1.8-2.7 MeV CDG flux measurement begins by calculating the ToF-peak VG£L for
22-38° using the P23a data. THNa, 2.2 MeV and”Al VGCs are determined agescribed
earlier. The isotope intensities are scaled togthe22° ETOT 1.8-2.7 MeV dataspace.

The*Al and the 2.2 MeV lines are botirompt in nature and not subtracted explicitly.
The 2000-2400 keV residuals and tail from the 2.6 MeV line is minimized by ##-38°
selection, but they also appear to frempt in nature. The scalétNa VGCsare subtracted
from the 1.8-2.7 MeV ToF-peak VGC. The residual VGC counts consist gbrtrapt and
the CDG events. Hence, thi®Na-subtracted VG@xtrapolated to zero veto-rate is a reliable
measure of the CDG count rate in 1.8-2.7 MeV range.

The *Na subtracted 1.8-2.7 MeV VGC for P2@£22-38° is shown in figure VI.E.4. The
results for VGCextrapolation are presented in table VI.E.1. The table also includes the
relative contributions of theé*Na, *°Al, prompt andCDG components to the count rate for
veto2-rate bin650-800 (Rate@v2:650). The 1.8-2.7 Me¥DG S/B ratio is 27% and the
VGC modulation factor Mis 1.97.

The extrapolated rate at zero veto-rate using®iNa-corrected 1.8-2.7 MeVWoF-peak
VGC with ¢>22° results in a CDG count rate of 0.0044.0010 (1/s). The effective aredth
the correspondingdata selections is 4.04 (ésr). This gives a flux(1.21 + 0.29) x 10°
photons/crfrs-sr-MeV for the 1.8-2.7 MeV CDG radiation. The 1.8-2.7 MeV CDG

measurement has a statistical significance of.4.2
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Table VI.E.1 The results for 1.8-2.7 MeV CGD analysis using P23addtp22-38°.

Rates —

average ToF-peak rate (1/s) 0.0208+ 0.0004
ToF-peak rate in v2:650-800(1/s) 0.0160+ 0.0007
averag€’Na rate (1/s) 0.0025+ 0.0001
averag€®Al rate (1/s) 0.0026+ 0.0003
Ratios —

*Na rate/Rate@v2:650 (%) 14.9

Prompt rate/Rate@v2:650 (%) 49.3

Mv for ToF-peak VGC 2.12
(ToF-peak=Na) VGC —

VGC M, 1.97

VGC slope (1/s-veto2) (1.2% 0.10)x 10°
S/B: CDG rate/ Rate@v2:650 (%) 27.5

CDG (constant) rate (1/s) 0.0044+ 0.0010
Effective-Area (cm-sr) 4.04

The 2.7-4.2 MeV CDG flux| (1/cfrs-sr-MeV)| (1.21+ 0.29)x 10°
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Figure VI.LE.4 The 1.8-2.7 MeYor @ 22-38° selection wittfa) only #*Na subtracted
;and (b) with?*Na+?Al subtracted from the ToF-peak VGCs prior to extrapolation.

VI.E.3 Consistency Check for the Analysis Method

We perform two consistency checks for the 1.8-2.7 MeV CDG flux results.

(1) Compare the CDG count rate f@Ka-corrected VGC extrapolation to the CRGunt
rate for**Na+°Al-corrected VGC.

The resulting CDG intensitietBom both *Na-correctedVGC and *Na+°Al-corrected
VGC methods are listed in table VI.E.2. The t@®G count rates are consistenith each

other, their differences aréessthan a . Subtracting the®Al VGC prior to VGC
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extrapolation does not significantly change the resid@@G count rates, i.e.,”Al events

behave like a prompt background component.

Table VI.E.2 The effect dfAl subtraction to the 1.8—-2.7 MeV analysis for P23a data.

CDG Extrapolation method Rate Flux

(1/s) x 10° (1/cnt-s-sr-MeV)
(ToF-peak®*Na) VGC 0.0044+ 0.0011 1.21+ 0.29
(ToF-peak®Na-*°Al) VGC 0.0055+ 0.0012 1.51+ 0.32

(2) Compute the CDG rate for standard CDG selections, i.e., fay r88° selection.

The CDG intensities using standard CDG data selections are listed inVialBl8. The
1.8-2.7 MeV effective-area fap 6-38° P23a data is 13.45 &ar Although the averag&oF-
peak count rate fop 6-38° selection is 4.4 times higher than the ToF-peak count ratg for
22°, theresulting CDGcount rates are consistewith each other, the difference beilgss
than 10. The *Na- and the*Na+°Al-subtracted1.8-2.7 MeVVGC for P23a@ 6-38° is
shown in figure VI.E.5. The CDG flux was also determined by subtracting the 2.6pdak/
and the2000-2400keV excess from th&.8-2.7 MeV countsRecall that ~70% of the 2.6
gaussian counts are present in 1.8-2.7 MeV in ETOT. rébelts are once again consistent

(table VI.E.3).
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Figure VI.E.5 The 1.8-2.7 MeV fap 6-38° selection with (a) onk/Na-subtractedind,
(b) with #Na+?®Al-subtracted from the ToF-peak VGCs prior to extrapolation.
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Table VI.E.3 The results for 1.8-2.7 MeV CDG analysis using P23a dat®wiB8°

CDG Extrapolation method Rate Flux

(1/s) x 10° (1/cnt-s-sr-MeV)
(ToF-peak®*Na) VGC 0.0148+ 0.0026 | 1.22+ 0.21
(ToF-peak®*Na-*°Al) VGC 0.0185+ 0.0031 | 1.53+ 0.26
(ToF-peak®Na-*°Al-2.6G-2- 0.0137+ 0.0041 | 1.13+ 0.34
2.4excess) VGC

VI.F. The 0.8-1.8 MeV CDG Analysis

The background line components present in(t&-1.8 MeV region in ETOTre from
*Na, “K and the 1.41 MeV line in the E2 spectrum. In addition there areftaits *Na, *°Al
and’H components. For the 0.8-1.8 MeV range, the analysis is similar to that bfsi7
MeV energy range. We first determine the ToF-peak rates using the one gaussiarodelF
that includes the contribution from line componemighin the ToF-peak rates. Then the
characteristic decay lines in the individual detector spectrum are fitted to calculate and
eventually subtract their contributions to the ToF-peak rates. The long-time#tground
corrected ToF-peak VGCs are then extrapolated to zero veto rate to determine tleo@RG
rate. Since the 2.2 MeV line is a prontckgroundsource, itscontribution is automatically
corrected during the veto extrapolation.
VI.F.1 The E2 Spectral Fit

To minimize thebackgroundintensity, the CDG analysiwas performed on P23alata
with standard CDG data selections. Tgv®cedure used here to determine the is identical to
that described in section V.C. Figure VI.E.1(a) shows the P23a E2 spectrum togthire
exponential function representing the continutnackground.Figure VI.E.1(b) shows the
exponential-subtracted E2 spectrum that represents the sum contributions of the line
emission.

Performing a stepwise line fit from high to low energies in the E2 provides line intensities
in the E2 spectrum. The fit includes the identified isotopes and the unidertdimgonents
at the 2.94, 2.58 and 1.41 MeV photopeaks togetvigr 2000—2400keV excess. The E2

line spectrum with each fitted line component and the residuals are shown in figure VI.F.1.
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Figure VI.F.1 The E2 linespectrum with(a) the fitted individual line componentsand
(b) the residuals after subtracting all known isotopes.

The VGCs for the line components
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Figure VI.F.2 (a) Thé?Na VGC and (b) the 1.4 MeV VGC for P23a wittandard-CDG
selections in the 1.2—1.8 MeV bin. The average rate is plotted in the v2: 0-650 bin.

Such E2 spectral fits angerformed on each the veto-binned E2 spectra to compute the
individual line intensities as a function of the veto2 rateptoduce theirrespective VGCs.

The VGCsfor *Na and®Al were presented earlier (see figures VI.D.3 and VI.ERgcall
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that“K is a steady source of background. The VGCs of1da and the 1.4 MeV line in the

E2 spectrum are plotted in figure VI.F.2.

VI.F.2 The 1.2-1.8 MeV Flux Calculation
The 0.8-1.8 MeV flux calculation begins by computithg VGCsfor each of the line

components in the 0.8-1.8 MeV ETOT range. Figure V.C.27 shows the E2 spegtihuthe

ETOT selection of1.2-1.8 MeV. The distribution of events fop >22° is also plotted. It
demonstrates that the 1.4 MeV feature in the E2 spectrum contributes fo2tie8 MeV
counts in ETOT. Subtract all the line components from the 1.2-1.8 MeV ToF\fle€k As

before, the long-livedackground-corrected ToF-pediGCsare then extrapolated twero

veto-rate to determine the CDG count rate in the 0.8-1.2 and 1.2-1.8 MeV ranges.

The true shape of the ToF fit function is not known. Either a quadratic ex@mnential
function can be used to represent the ToF continuum. Although the exponeoiok]
predicts a 20% higher average count rate abowde¥, the extrapolatedCDG count rates
from both these models are consistent with one another (see section VI.G), but bdew 2
these models differ by 40-50%. These large differences result in a major uncertainty in the
CDG flux below 2 MeV. Since neither model is necessarily superior, results formmmdbls
are presented here. More discussion on the ToF fit function and the differences due to the
two methods is presented in section V.A. The fitted ToF spectrum using thdifferent
ToF-fit models in 1.2-1.8 MeV is shown in figure VI.F.3.

As mentioned before, a ToF-correction factor is necessary to account foevéimes
outside thel10-130 ToF window thatcontribute to the ToF gaussian peak. An estimate of
the fraction of line events lost due to the cut is determined from the fitted ToF-peak in ETOT.
The ToF exponential model results in ToF-peak positionl#3.0 with a width of 5.6
channels; corresponding to a correction of 1.085. The ToF quadratic mesddtls inToF-
peak position at 119.5 with a width of 5.1 channels; corresponding to a correction of 1.054.

The 1.2-1.8 MeWGC for all three ToFcomponentswith their respective straighine
fits for the two ToF-fit models are plotted in figure VI.F.5. Note tliierence in gaussian

amplitudes (P4 in figure VI.F.3) of the two models due to the two fit functions.

168



ETOT: 1200-1800 keV, Exponential-ToF model ETOT: 1200-1800 keV, Quadratic-ToF model

r X’/ ndf 3510 / 27 r X’/ ndf 3270 / 27
8000+ P1 17.60 8000 P1 0.1054E+06
7+ P2 -0.8217E-01 ?’ P2 -1469.
7000} w20 7000} et o 2008
L 119.0 L P5 119.5
< 6000 . 5.591 < 6000 . P6 5.108
c L c L
S r S r
< 5000~ < 5000~
3] r (3] r
S 40001 8 40000
(%] - 2] L
§ r < r
3 3000 33000
© [ © [
2000F 2000
10001 . 1000 —/ \\\g =
oL L ‘N‘m =t ] Ll
110 120 130 140 110 120 130 140
ToF channel ToF channel
(a) (b)

Figure VI.F.3 The 1.2-1.8 MeV Togpectrum fit with(a) the ToF-exponentiainodel
and (b) the ToF-quadratic model.
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Figure VI.LF.4 The 1.2-1.8 MeV VGGQor all three ToF components withtheir
respectivestraight line fits for the tworoF fit models(+: gaussian;square:constant;
circle: exponential).

The long-lived background?lNa, “K, *Na, *Al, 1.4 MeV line in E2) subtractet.2—1.8
MeV VGC for P23a using standard CDG selections is shown in figure VI.F.5 for the two ToF
fit models. The VGCextrapolation results are presented in table VI.F.1. The table also
includes the contributions averaged over all veto-rates for each of theolimgonents. The

long-lived background dominategshe 1.2-1.8 MeV ToF-peakrates with anaverage
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contribution of 49%. The prompt component contributes 31%. The 1.2-1.8 QIEY S/B
ratio is 20% with a VGC modulation factor of 1.99.

0 1prrrrr s ETOT:1200-1800 keV ETOT:1200-1800 keV_

008 3
o1l —t— 007~ b ]S
+—+ | 0.06" o ]
@ 008 + N % f 1
a —+ 1 S 0.05F E
g P ]
© 0.06 - S 0.04F
£ C 7’4—V7: £ g
>3 | >3 L
Ry a—— ,—‘ 4 8 0.03;
% 0.02f
0.02- ] E ]
i 0.01r- —
I R R R R T R R R R
00 500 1000 1500 2000 2500 00 500 1000 1500 2000 2500

Veto2-scaler (1/2.048 s) Veto2-scaler (1/2.048 s)

Figure VI.F.5 The linesubtractedl.2—1.8 MeV VGCfor P23ausing standard CDG
selections is shown for the two ToF fit models.

The extrapolated rate at zero veto rate usingTile-exponential model afteall long-
lived background corrections the CDGcount rate in thel.2-1.8 MeV bin.With a CDG
count rate of 0.01% 0.003 (1/s) and the effective-area with the corresponding data selections
of 11.4 (cri-sr), the CDG flux value in thd.2-1.8 MeV range is 0.0024 0.0005
(photons/crirs-sr-MeV). The 1.2-1.8 MeVCDG measurement has a ©.3statistical
significance. The ToF-quadratic modges al.2-1.8 MeVCDG flux of 0.0015+ 0.0005
(photons/cirs-sr-MeV). The systematic errors in tlesergy range are large due to the

uncertainties in the ToF fit models and from the long-lived background corrections.
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Table VI.F.1 Results for the 1.2-1.8 MeV CDG analysis using B2ag&avith standard

CDG data selections.

Average Rates —

“Na 0.00750+ 0.00027
Al 0.00438 + 0.00056
“Na 0.01087+ 0.00027
1.4 MeV gaussian. 0.00584 0.00016
K 0.01224

sum lines 0.04084
ToF-Exponential model

ToF-correction 1.085

Avg. ToF-peak rate (1/s) 0.0834+ 0.0016
LLB rate/ Avg. rate (%) 48.9

Prompt rate/ Avg. rate (%) 31.0

(ToF-peak — LLB) VGC —

VGC M, 1.99

VGC slope (1/s-veto?2) (2.0% 0.28) e-5
S/B: CDG rate/ Avg. rate (%) 20.0

CDG (constant) rate (1/s) 0.017+ 0.003
Effective Area (cmsr) 11.43

CDG flux (1/cnt-s-sr-MeV)| 0.00243+ 0.00046
ToF-Quadratic model

ToF-correction 1.054

Avg. ToF-peak rate (1/s) 0.0623% 0.0021
CDG rate (1/s) 0.0101+ 0.0033
CDG flux (1/cnd-s-sr-MeV)| 0.00148+ 0.00048

Consistency check fothe 1.2—-1.8MeV CDG analysismethod

It was argued that @ 22—-38° selection in the 1.8 to 4.2 MeV analysis suppresselinthe
contributions resulting in a highe®/B ratio for the CDG signal. A disadvantage of tiis
selection in thel.2-1.8 MeV range ithat we do not know how to correctly scale thetl
MeV photopeak counts to thg22-38° range. Secondly, the decrease in ToF-peak wittes
@ 22-38° of 2.92 is similar to the decrease in the effective area 2.34 implying tligle is
improvement in theS/B ratio. For these two reasons, we use the standard CDG selections to
determine the 1.2-1.8 MeV CDG flux

Nevertheless we can check for consistency in our results by calculating the CDG flux for
@ 22-38° by assuming that the 1.41 MeV line rate scales like th@Nafwhen going from a
@ 6-38° to@ 22-38° selection. Since these two components imaye similar D1 and D2

energy deposits this seems reasonable.
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The results are presented in table VI.F.2 and figure VI.F.6 for the ToF-exponential model
only. The long-livedbackgroundsubtracted 1.2-1.8 MeWGC for P23a usingp 22-38°
selections is shown in figure VI.F.7 for the ToF-exponential fit model. The CDG flux2r
1.8 MeV for @ 6-38°selection0.00243 + 0.00046 (1/crirs-sr-MeV) is consistentwith the
results from thep 22-38° selection, 0.001900.00049 (1/crits-sr-MeV).

Table VI.F.2 Results for the 1.2-1.8 MeV CDG analysis using P23a datep @#h38°
selection and the Exponential-ToF model.

Effective Area (cmsr) 4.89

ToF-peak rate (1/s) 0.0286+ 0.0007
(ToF-peak — LLB) VGC —

CDG rate (1/s) 0.0056+ 0.0014
CDG flux (1/cnf-s-sr-MeV)| 0.00190+ 0.00049
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Figure VI.F.6 The line subtracted 1.2-1.8 MeV VGC for P23a @ith2—38° selection
using the ToF-exponential model.

VI.F.3 The 0.8-1.2 MeV CDG Flux Calculation
The 0.8-1.2 MeV CDG analysis is similar as for the 1.2-1.8 MeV range. All dbtige

lived components discussed to this point contribute to this bin (witlexbeption of the 2.6
and 3.0 MeV lines in E2). All th& GCs havebeen previously determined and themunts
have been calculated for the 0.8—-1.2 MeV bin.
The fitted ToF spectrunwith both ToF models are shown in figure VI.F.7. Note the
difference in gaussian amplitude (P4 in figure VI.F.7) between the two models due to the

difference in the two fit functions. The ToF exponential model results in ToF-peak position at
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119.7 with a width of 6.25 channels; corresponding to a ToF correction factor of 1.124.

ToF quadratic model results in ToF-peak positiorl20.4 with a width of 5.42 channels;
corresponding to a correction factor of 1.070.

The 0.8-1.2 MeWGC for all three ToFcomponentswith their respective straighine
fits are plotted in figure VI.F.8 for the two ToF fit models. The long-liveaickground
corrected 0.8-1.2 MeWGC for P23a using standard CDG selections is showfiguare

VI.F.9 for both ToF-fit models. The results fMGC extrapolation are presented in table

The

VI.F.3. The table also includes the average contributions of each the line components to the

count rate. The long-lived background and the prompt component contribute 22% and 31%

to the average ToF-peaiates, respectivelyThe 0.8-1.2 MeMCDG S/Bratio is 47%with a
VGC modulation factor of 1.24.
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